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1. Digital Fraud Research & Data Exploration 2. Data Aggregation & Preparation

ﬁ';| Exploratory ﬁ Tactics & EH Log Investigation -Identified key fields from application logs (Sydney, - Extract data with - Remove - Identify
Y

-Elevance Health (EH) is a healthcare company managing
insurance, benefits, and patient data for millions.

-Digital fraud causes financial losses and inefficiencies, | : : :
impacting industries globally. +Understand +Learn +Explorelog  *Narrow relevant for

.In healthcare, where sensitive data and transactions are ~fraud cyber indexes& | down - Omit fraud finalized model

prevalent, fraud detection is critical. detection fraud - sources exploration -Created custom queries using various techniques ;clet:itll:icatlon - Sanitize

-This project addresses the rising frequency of fraud, which [ needs techniques -Build lookup ' .[nyestigate .Selected critical dataset fields (account status) information before

, . - : : § : v : conducting
burdens EH and increases costs for consumers. <Trainonlog -Identify functionality ~ Impacted + Aggregated hourly logs into structured data for ML identification

«Healthcare fraud accounts for $455 billion of the $7.35 trillion ~aggregation  potential  *EXxtract - member 4 process
~ tool & fraud relevant ~accounts N\

spent annually. Most breaches result from hacking and compliance  scenarios  fraud @ -Extracted hourly data via Log Aggregation Tool API
unauthorized access. indicators D eslaginty, Compressed and stored archived data in Bitbucket.

-This project leverages security data to detect fraud in real- e 2 PPP|-Raw set > 11M+ Rows x 23 Columns (1 Month)
time.

-We aim to develop a machine learning-driven fraud
detection system to enhance security and trust. 3. Exploratory Data Analysis (EDA) & Feature Engineering for Fraud Detection

Training Scenarios Exploration ¥ Focus Anthem) using the Log Aggregation Tool similar procedures irrelevant data potentially
-Assessed and interpreted log fields to identify those to how trainingdata | _ 44 fields fraudulent users
containing important data was extracted with machine

learning model

- Return a list of
identified users
overnight

EDA 0: Row Data Understanding EDA 1: Data Transformation EDA 2B: Adaptive Synthetic Sampling (ADASYN) for Fraud Cases

Fraud Rate by Hour of Day Before Resampling After Resampling -EH handles sensitive patient data, emphasizing the need
Ut o LLielide | « ~0.001% Fraud (96 cases) ’ « 9.1% Fraud (~1.1M cases) for a secure fraud detection system.

Total Features |23

To detect digital fraud, we implemented a structured Data Types | Mostly float64, 1 object EDA 2C: F : o Model -Our team analyzed EH data using the Log Aggregation Tool
machine learning (ML) process, addressing the challenges |:e“;l:::“es e e :reature ‘mportance from Moce's API, cleaned datasets, and built an ML model for fraud

outlined in our introduction. This methodology integrates Diversity nheEL ey CEEEEEEEEERIATETTEAEEET eFeature 22 ranked highest across all models detection.
fraud research, data aggregation, preprocessing, model Target Variable |is fraud (binary) Extracted hour from timestampto 22 features + target, aiter removing 4 low-importance features -We analyzed threat actor patterns and established a

. . : . . analyze temporal fraud patterns e -
development, and continuous improvement, forming the EDA 2A: Correlation Analysis y P P Two ML-ready resilient detection protocol powered by ML
foundation of our approach. ~ e || | datasets (both .
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-Ensure the integrity and reliability of EH in the ? € precision) occurred, Resources:

Lot e B L1 oot 02 [Tt 0z bioshoor-snorumay ot D EERE S laak rakim o B | -Reduced set -Explore log data more deeply to develop advanced queries
Development for Fraud Detection |
. . =T N , , low with the
-Build trust with the customers to ensure they stay loyal Subset Subset Subset with split data
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(~60% fewer for enhanced fraud detection insights.
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Diagram 1: Fraud Detection Model Development Process 4. Model Selection ‘ 5. Model Deploy ment
first subset,
to EH e Assess
National Academies Press (US); 2018
-Strengthen the overall security of customer data to The XGBoost model
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-Improve collaboration for higher productivity.
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- Early detection of suspicious activity in real time to | performance
2 HIPAA Journal. Editorial: Lessons from 2024 Healthcare Data

safeguard trust with customers performed best

approached
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| HEeebEei SRR et | -Utiize GPU power for dta collecton and ML training
P = premssmﬂ H -Test models for fraud detection accuracy.
subsets Accuracy
minimize risk of potential threat | (accuracy, training
Breaches.
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