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INTRODUCTION/BACKGROUND TOOL IMPLEMENTATION: PYCARET DATA RESULTS: POWER BI
Caterpillar's Supply Chain Risks: Caterpillar is a global leader in construction, mining, and We selected a sample of three suppliers for model evaluation and used PyCaret, an e ——— AersgeEror
industrial equipment, relying on an extensive network of suppliers to meet production automated machine learning library in Python, to expedite model training and testing. 3 0.37
schedules and customer demand. Ensuring timely and reliable supplier performance is The best-performing models (based on MAPE) were: Orders Vs Shipments Vs Predictions
crucial to avoid costly delays. As supply chains grow more complex, proactively identifying Syw— Ry |
procurement risks is vital for operational stability and customer satisfaction. Linear w/ Deseasonalization & Detrending 6.37% A ) A \ /\
Predicting Disruptions: To address this challenge, we are developing a machine learning A estiy one, Pesaeoellr s Betenelis U \/ \/ \/ h
model that predicts supply chain risks and disruptions before they occur. This model Ridge w/ Cond. Deseasonalize & Detrending 17.08%
leverages live data and key supplier performance metrics to enable informed decision- Lasso w/ Cond. Deseasonalization & Detrending 34.29% e e
making and reduce delays. Our goal is to transition from reactive monitoring to predictive
insights by understanding not just what has happened, but what is likely to happen next. MAPE: Mean Absolute Percentage Error (Predictive Accuracy Metric)
3 0.37
GOALS/M OTIVATION Error Bucket By Prediction
. .. . . . FORECASTING METHODOLOGY
By leveraging historical data and predictive models, this project seeks to
minimize costly disruptions such as emergency air shipments, while maintaining | | Forecasted shipments vs. demand to calculate risk deltas, flag e
steady operations. The model is designed to adapt to market fluctuations, underperformance, and enable proactive action.
seasonal demand, and unexpected bottlenecks, ultimately boosting supplier Auto-ARIMA Model - 54B7BCF Shipments Forecast
. e . . i —— Actual Shipments
reliability and reducing operational costs. - Emp;d::mied Shipments
: Ezlgisgdhlii;j;;ig-giﬂpmentS CONCLUSIONS

This initiative marks the beginning of transforming supply risk
management into a proactive, predictive process using data
science and Al. While still in the early stages, we've made
meaningful progress and gained key insights. Specifically, time
series modeling has shown strong potential in identifying historical
trends to forecast future supply disruptions.
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DATA ANALYSIS FORECASTING FOR SCALABILITY DASHBOARD T[S T A

Shipments

Built a Power BI N \ \ 14 \
dashboard for supplier

Tested multiple models
and feature

Visualized raw Modularized code for
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combinations risk insights
 Identified relevant Assessed accuracy using Integrated modeling Enabled dynamic filtering Qm“ﬁ"ﬂ;w@}""?m‘f":w“?»“ﬂ“}“{":wﬂ:@%ﬂtw"“”"}"’fw‘*ﬂiw“?w‘*’q’?mﬁﬂiﬂp{wgﬁ}@iwfw&}'ﬁ@”"2f’"}“’:wﬁ’fwﬁ"’tmﬁ““:ﬂ&’fm“"fmﬁq’:@u FUTURE GOALS
time series features and forecasting metrics components into a and exploration of FELERBITV PRC S F P STV PR S SF T EE LBV
modeling strategies unified framework forecasts Looking ahead, we aim to improve prediction accuracy through
camoled dats subsetfor Compared model Finalized model pipeline VI— ARCHITECTURE advanced machine learning and deep learning techniques. We also
model testing perf";gjg;i:g;ﬁ:”t'fy for deployment across accessible through an n th foxt Hitect fore to the dat 9 e | _ plan to enhance our Power Bl dashboard by adding interactive
\ / \ / \ / N tNIS context, architecture reters 1o the data and machine ear!’“ng filters and more insightful visualizations, providing a deeper
framework used to process large volumes of data and apply various understanding of supplier performance and risk indicators.
algorithms for consistent, reliable results.
SAMPLE DATA OVERVIEW ACKNOWLEDGEMENTS/REFERENCES
SUPPLIER | FACILITY PART | MONTH YEAR| ORDERED SHIP A standardized pipeline was built to streamline dataset processing and We are deeply grateful to our TA, Ronald Tsai, and the Caterpillar team—
CODE* CODE* | NUMBER* QUANTITY | QUANTITY | | model execution, significantly reducing time and manual effort. Mark Membreno, Anurag Reddy, Prashant Rana, Todd Stevenson, and
Jaya Darshini—for their ongoing support and guidance. Special thanks to
67F2C89 |55 9320BEb6 3/10/2023 3 1 : : . : Jessica Gerlach, Ashley Arroyo, and the entire Data Mine staff for their
S1AGELF 8B R03FE38 3/10/2023 Y Y This a.rchlt.ectu.re e.nabled clgargr ana.ly5|s, |mproveq data.qu.allty, and more resources and assistance throughout the project.
effective visualizations, making it easier to communicate insights across
BE1910C |8C B37D41D 5/29/2024 1746000 72000 audiences with Varying technical expertise_ References: StandardScaler Guide | PyCaret

*Hashed sample IDs; not representative of real data.


https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.StandardScaler.html
https://colab.research.google.com/drive/1vWMcOxzzqXYYOzKwaJfbheW8hsYnNh_l?usp=sharing
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