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Figure 2: Illustration of position-aware NN model for action modeling.
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Figure 3: Training and test datasets accuracy

trajectory Train: ~80%, Test: ~70%
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