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Project Outline Masked Graph Modeling (MGM)

L L AN NLPinspired approach /
/ Motivationand Ob|ECtIVES / P PP Advantaged of IGN Figure 1. Example of a possible generation trajectory, taken from [1],
MGM is similar to masked laneuage modeling in NLP, carried out using a 10% masking rate. Here you see a non-novel molecule
© which consiste of EUSE 5 o Representinga molecule as 3 graph allows (on the left, at step 0) and two novel molecules (at step 50 and 300
o Creating new molecules satisfying desired properties is a fundamental 1. Tokenizing text for the use of graph specific features, respectively).
goalin drug discovery, hence Merck's interestin this project. 2. Masking a random selection of tokens such as distance betweenatoms, and

iInto atoms and bonds, treated as components of a

o Creatingnew chemical compoundsis expensivein terms of time and cost, 3. Training the model to fill in the blanks other 3D features, which are not readily 0
so researchershave found ways to automate part of the search process available using stringrepresentationsas \
using DeepLearning. o Instead of tokenizingtext, we "tokenize" a molecule many other models do. N
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o We examine two algorithms performing this task: Masked Graph graph: nodes and edges. o A graph is sampled by repeatedly
Modeling (MGM)and Molecule Deep Q-Networks (MolDQN). updating its components, rather than
o We analyze their performance with the goal of proposing ways to o Graph components are iteratively masked and the modeling the entire situation first.
combine the two approachesand suggest further developments. / modelis trained to recover them. / /

Training the MolDQN model on a single characteristic

Molecule Deep Q-Networks (MolDQN)

| | e
Phrasing molecule generationas an MDP 0.8 0S8 Figure 3:
| 2.56-3 - Episode reward
o AnMDP (Markov Decision Process) provides a mathematicalframework to model a situationinvolving sequential decision making. e (on the left) and
o AN MDP consists of a set of states, actions and rewards. Actions can lead from one state to another. We assign a numerical reward 0.6 episode loss (on
to an action depending on its result. 1563 the right) training
o | the model for
o The MolDQN algorithm is based on an MDP where: | 1e-3 gg?g:gﬁoﬁees
o molecules arestates; property QgED
o allowed actions are atom addition, bond addition or bond removal,; 0.2 7 08-4 (quantitative
o reward is given based on one or more chemical properties that the molecule should satisfy at the end of the modification | 0 estimate of drug-
process. 0 Episode  IKENESS).
o The modelistrained tochoose the actions that maximize the cumulative reward. / | Episode |
0 1K 2K 3k 4k 5k 0 1k 2k 3k 4K 5k

/ Advantages of MolDQN

Figure 2: Valid actions on the state of cyclohexane.

{f \ \_ - - o o Only chemically valid actions are part of the action space,
\ / : N - ensuring that all generated molecules are valid. /

o The modelis not pretrained on a data set, but startsfrom
scratch and learns from experience, hence not inheriting
potential bias from training data.

Possible Future Developments

initial dditi i i i
. atom addition o The search for a complete and nonredundantapproach to the exploration of chemical space continues.

molecule

o We would like to be able to combine the two approaches examined this semester. In particular, we hope that

( . S / N\ /\/\/ o There is potential for multi-objective optimization, if we need to using a graph representation of moleculesin the context of a Q-learningalgorithm would allow us to exploit
/S ___/

train a model to optimize morethan one the efficient learning method of deep Q-learningwhile being able to record more molecular featuresthanksto

molecular characteristic. / the graph structure. /

bond addition bond remowval
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