Predicting Maintenance Case Difficulty with Text Reviews using NLP
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ABSTRACT MACHINE LEARNING PERFORMANCE ANALYSIS / CONCLUSION
* Purpose: Predict maintenance cases' difficulty levels using . . T  We discovered that when using a combination of sampling
customer text reviews from Delta Faucet's survey response * The models chosen for the project were Logistic Hegistic Regrassion Survey techniques, the Logistic Regression model has a tendency to
database. Regression and Random Forest Classifier. y=1 | eesssssssessanes overfit.
* Importance of Research: * Logistic Regression predicts discrete values * This causes lower performances in precision, accuracy, and
o Allows Delta Faucet to better identify common problems with (binary values O/1, true/ false, yes/no), given a % . recall.
their customers' maintenance cases with their current dataset. set of independent variables S  Using a GridSearchCV pipeline, we found there is no statistically
o ldentified several key areas Delta Faucet could improve in their * Random Forest represents a group of decision significant difference between using different sampling
survey process when attempting to acquire data for trees. st el techniques on our dataset.
maintenance case feedback. " okl

* We have also experimented with using a minimally

preprocessed dataset (i.e., no customized word removal and
DATA PREPROCESSING TEXT VECTORIZATION spell checking), but there does not seem to have any

performance changes as well.

TR “We really appreciate the knowledgeable staff. It did take Text Vectorization is a method of associating textual data to a numerical score. This I )
a full 2 weeks to receive the part.” step is crucial as models can only interpret numerical values for inputs. We focused 0s R
! | on two main methods: Baseline accuracy
we, really, appreciate, the, knowledgeable, staff, it, did, 1. TF-IDF: An easy to implement vectorizer but not as powerful as Word2Vec N
to Tokens take, a, full, 2, weeks, to, receive, the, part 2. Word2Vec: A slightly more complicated routine to implement but far more
$ powerful in determining an importance of a word based on its context. It I I I
we, really, appreciate, the, knowledgeable, staff, it, did, accounts for the presence of stop words.
Stopwords take, a, full, 2, weeks, to, receive, the, part
g
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We found that we had many more samples of RO Sy
class "5 — Very Satisfied” than the others. This f(:dwl i Bt d.gr S e ryl Ce
10,000 . . . . friendly sti T % B ‘e‘e‘mculA
indicates that we are dealing with a dataset »fW"'doyWé[ p rO b I el l )= Hl”dd p‘ rt T osent
with class imbalance. £ JSSPONSS e Sl arodict T
e Tt e e I e = ] et pe W?VeryDissatisﬁed 2 - Dissatisfied 3 - Neutral 4 - Satisfied 5 - Very Satisfied . . ) FUTURE a n d N EXT ST EPS
* Using the Python library ‘imblearn’, we
TOKENIZATION | implemented 3 potential fixes to this issue: , - , ,
. . To improve our prediction accuracy from baseline, we wish to
o Fix 1: Oversampling methods copy focUs on folr 1A TN
* Jaccard Distance Method is IAN B examples in the minority class (all other Iu t' l: ther b tt o col " ving th
effective at predicting Uiy =t - |A U B| than class 5 in our case) or synthesize bnve's '94 Ingth e e = OV ING TE
correct spelling of words new examples from examples in the AUS;}I:\{:SS]C[;I‘O e]:n. TE-IDF to Word2Vec t y
by COmparing 2 Q'grams dl(A; B) jaccard DiStance Of Words A and B gl)-VeryDissaﬁsﬁed 2 - Dissatisfied 3 - Neutral 4 - Satisfied 5 - Very Satisfied minority Class. We primarily used s I . O Ocus rom B o or ec O See.l
. . : changing how the words of a dataset are numerically
of correctly spelled word  |ANB| Jaccard Index (Similarity): number Borderline SMOTE oversampling. iahted Id ch h del beh
(A) with misspelled word ~ |AUB| of letters appearing in both A and o Fix 2: Under- sampling methods ¥e'9 Me dW(I)I'u N ar;geh °% atrrr:ot ﬁ | ; avej o
(B). B divided the total counts of | remove/select a subset of examples from Ol O G A R P PTOCIUCE OIS
T : . letters in A and B. . : of words that you would expect to occur often together in
 Two NLTK libraries the majority class (class 5 in our case). dataset. Dot 1 hel vze th A
(Brown/words) were Tokens Spell-corrected We primarily used random under Attt (o] 210 L il L G P e
. frequently occurring words in the customer satisfactions
compared. Tokens = - - = . sampling. column
 Common words were niickle nickel o Fix 3: We also investigated a combination N ,
identified correctly, while : - of oversampling and under- sampling * Research onl o e e crmachine
i ords \’Nere aneiizseleng] ErolesSiy B learning models or deep learning models.
t identified t| fauset faucet SSRniques.
not identified correctly. :
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