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What is NLP?

Basic Concept Challenges

* Train a computer to interpret human language » Languages are very ambiguous

» Represent words as numbers (high dimensional * Sentences have more complex meanings
vectors) known as "embeddings” Vs

 Vectors close to each other are interpreted as
similar

Word embeddings
closer together In
geometric space
Vs have more similar
meanings

Common Applications

* Languages translation

* Question Answer (QA) Systems
» Text Prediction gasoline

fuel

Attention and Transformers

Mimicking Human Approach Breakthrough Success

 When we (humans) interpret sentences, we  Attention produces much better results with
focus on the most important words record setting accuracy

» Similarly, a model using attention only uses » Almost all state-of-the-art models use attention
the parts of input where most relevant » Model designs like Transformers utilize
Information is concentrated attention for accuracy and provide higher

* Weights are computed using a neural network  speed by being entirely feed-forward

“Attention is All You Need”

e Self-attention Is used so a model knows how |
words relate to one another

* [t can keep track of long-term word
dependences among sentences

high attention

- She IS eating a agreen apple.

Modern NLP Architecture

BERT

(Bidirectional Encoder Representations

from Transformers) - ( 1 1 (d°91 ( = ”C“te“ itk 1

» Consider both the meaning of words (in — JOriginaI word
context) and their significance Embeddings | “my || Fdoo || Eis || Ecute | | Eisery | < embeddings

» Rather than reading left to right, the model + + + + +

' i Segment < Context from

considers _aI_I sur.roundlng words to embed Embeddings E, E> E, =) E, e
context (bidirectional) + > - . - and sentences

» A small change to existing models to greatly .
_ Position E E E E E Posi q
improve accuracy for many tasks Embeddings | 1 2 3 4 s | Qlostionan

* Important especially for QA systems to information

locate relevant answers

Transfer Learning

Repurposing a Model

Large General | j Learning .. :
Dataset SystemTask 1« Training an NLP model for every dataset is
computationally expensive

—_— @ * Transfer learning uses models already trained on large
{Genem' datasets to significantly reduce computation
CRNOWeAe T, \We can start by training our QA system based on pre-

@ trained word vectors
pomair Leaming * We _then use_domain specific data (related to Ford
Specific ) System Task 2 vehicles) to fine tune the model for the task at hand
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